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ABSTRACT

Integrated circuit (IC) technology has emerged as a suitable platform for infrared (IR) detector development. This technology is however susceptible to on-chip intrinsic noise.

By using double-gate MOSFETs for detectors in the near-IR band, noise performance in the readout circuitry is improved, thereby enhancing the overall performance of these detectors. A 1 dB reduction in low-frequency noise is achieved, which is verified through simulations. It is shown that by using short-channel devices that noise improvement is furthermore obtained due to reduction in threshold voltage variation.

The double-gate concept is applied in simulation to the three-transistor pixel topology and can also be implemented in other detector topologies such as the four-transistor pixel topology, since readout noise is not limited to specific IR detector topologies. The overall performance of near-IR detectors and the fill factor are significantly improved.

Keywords: Charge-coupled devices, heterojunctions, infrared detectors, noise, photodetectors.

1. INTRODUCTION

Gated infrared (IR) imaging is used in a variety of specialised applications and has shown significant progress\textsuperscript{1-6}. Non-silicon IR detectors have been reported in literature but have difficulties with integration into silicon (Si) integrated circuit (IC) technologies\textsuperscript{7}. SiGe IC technology presents an attractive platform for detector development because of the ease of integration with standard Si technology\textsuperscript{8}.

A major problem in detector design using IC technology is the inherent on-chip noise\textsuperscript{6,8,9} that the detector exhibits. This on-chip noise degrades the performance of these detectors, especially the sensitivity and dynamic range (DR)\textsuperscript{5}. This paper demonstrates that double-gate metal-oxide semiconductor (MOS) devices, implemented in the three-transistor pixel structure, exhibits lower noise, which can increase the overall performance in applications where these devices are used. One such way to use double-gate MOSFETs is to connect in series where the two MOS devices are not in the same diffusion regions as shown in fig 1.1.
This reduces noise, especially the flicker noise component, because of the increased gate-oxide capacitance \( C_{ox} \) owing to the parallel gates and reduced combined thermal noise because of the smaller individual diffusion regions.

As technology node size decreases, short-channel effects play a significant role in the behavior of CMOS detectors. Several parameters are affected, of which the threshold voltage is affected the most. The goal is to reduce noise by using double-gate devices connected in series and optimising the subsequent transistor layout thereafter.

2. IMPACT OF NOISE IN IC DETECTORS

This section outlines the role that noise plays in detectors. The following section describes the contributors to noise and then a discussion on the effects of the proposed modification on the topology is presented.

2.1 Noise contributors

There are several contributors to noise in near-IR IC detectors; this has an impact on the overall performance of these detectors. These contributors range from flicker noise to fixed-pattern noise. Among different approaches to reduce noise contribution, reducing readout noise has the greatest impact\(^4,10\).

Table 1 describes some published noise values in literature.

<table>
<thead>
<tr>
<th>Reference</th>
<th>8</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology node</td>
<td>0.35 μm</td>
<td>0.35 μm</td>
<td>0.18 μm</td>
<td>0.13 μm</td>
</tr>
<tr>
<td></td>
<td>BiCMOS</td>
<td>CMOS</td>
<td>CMOS</td>
<td>CMOS</td>
</tr>
<tr>
<td>Noise</td>
<td>3 μV/√Hz</td>
<td>0.76 μV/√Hz</td>
<td>72 μV/√Hz</td>
<td>50 nV/√Hz</td>
</tr>
</tbody>
</table>

Table 1 shows the different values obtained in literature. The large variance in values can be attributed to difference in topologies. DR, quantum efficiency and sensitivity are directly related to the noise content of detectors\(^8\).

2.2 Flicker and thermal noise

Flicker noise (or \(1/f\) noise) is caused by traps associated with contamination and crystal defects whereas thermal noise is related to the thermal motion of electrons and transconductance\(^14,15\). Flicker noise is associated with current flow, whereas thermal noise is intrinsic to the specific device used. For MOS devices, the noise current spectral density is given by (1):

\[
\frac{\bar{I}_t^2}{\Delta f} = 2qI_C + \frac{\omega^2 C_{gs}}{g_m^2} \left( 4kT \left( \frac{2}{3} g_m \right) \right) + K \frac{I_B}{f} 
\]

\[\text{Thermal noise} \quad \text{Flicker noise}\]
where \( k \) is the Boltzmann constant \( (8.617 \times 10^{-5} \text{ eV/K}) \), \( T \) is the temperature (K), \( g_m \) is the transconductance at the operating point \( (\text{A/V}) \), \( \Delta f \) is the noise bandwidth (Hz), \( K \) is a constant for the given device, \( a \) is a constant between 0.5 and 2. It is difficult to set parameters for flicker noise, since the parameter \( K \) is dependent on crystal imperfections in a given wafer, which can vary from transistor to transistor even if it is on the same wafer.

Substituting the equations for the transconductance and gate source capacitance in (1) and rearranging yields (2):

\[
\bar{v}_i^2/\Delta f = 2qI_G + \left( \frac{2aL^2}{3\mu_n(V_{GS} - V_{th})} \right)^2 \left( 4kT \left( \frac{2}{3} \mu_n C_{ox} \frac{W}{L}(V_{GS} - V_{th}) \right) + K_f \frac{I_{DS}^5}{f} \right)
\tag{2}
\]

where \( V_{GS} \) should be chosen as large as possible to minimise the total noise current.

As can be seen in (2), \( C_{ox} \) is an influential parameter. This effect is illustrated on Fig. 6.1.

The noise voltage spectral density is given by (3):

\[
\frac{\bar{v}_i^2}{\Delta f} = 4kT \left( \frac{2}{3} g_m \right) + \frac{K_f}{WLC_{oxf}}
\tag{3}
\]

Substituting \( g_m \) yields

\[
\frac{\bar{v}_i^2}{\Delta f} = 4kT \left( \frac{2}{3} \mu_n C_{ox} \frac{W}{L}(V_{GS} - V_{th}) \right) + \frac{K_f}{WLC_{oxf}}
\tag{4}
\]

where \( V_{GS} \gg V_{th} \).

### 3. SHORT-CHANNEL EFFECTS IN MOS DEVICES

Since the commonly available technology nodes for prototyping and fabrication are improving every day, the node sizes are decreasing accordingly. Equation (1) is only valid for long-channel devices \((L > 1 \mu m)\). For short-channel devices \((L \leq 1 \mu m)\), (1) will not be valid, since velocity saturation and hot carrier injection increase the noise currents.

Two primary factors associated with short-channel devices:\n
1. The limitation imposed on electron drift characteristics in the channel, and
2. the modification of the threshold voltage due to the shortening channel length.

There are 6 different short-channel effects that can be distinguished:\n
- Velocity saturation,
- impact ionization,
- hot electrons,
- surface scattering,
- mobility degradation in the vertical field,
- narrow channel effects due to extra depletion charge,
- threshold voltage modification,
- drain induced barrier lowering and punch-through.

Some of the field lines between the drain and source of the channel terminate on charges in the channel region; hence a smaller gate voltage is required to cause inversion. The fraction of the resulting depletion charge of the junction lost must then be subtracted from the \( V_T \) expression resulting in threshold voltage modification. The device’s threshold voltage can then be calculated using (5) and (6).

\[
V_{T0(\text{short channel})} = V_{T0} - \Delta V_{T0} \tag{5}
\]

\[
\Delta V_{T0} = \sqrt{\frac{2q\epsilon_s N_A|2\phi_F|}{C_{ox}} \frac{x_i}{2L} \left( \left[ \frac{1 + \frac{2x_{ad}}{x_i}}{x_i} - 1 \right] + \left[ \frac{1 + \frac{2x_{ds}}{x_i}}{x_i} - 1 \right] \right)} \tag{6}
\]

There are three parameters which a designer can control to set the threshold voltage variation. The length of the MOSFET is indirectly proportional to the \( \Delta V_{T0} \). As the length is increased more, the depletion layers will separate such that the variation collapses and a square-law behavior is observed. Furthermore increases in both the drain and source depletion widths as well as an increase in depletion overlap with respect to the drain and source contacts will increase
ΔV_{TD}. There is one more parameter which a designer can indirectly control which is the oxide capacitance. A decrease in threshold voltage variation is observed when the oxide capacitance as well as the length is increased.

4. DOUBLE-GATE DEVICES

Several different types of double-gate field effect transistors (FETs) have been analyzed and optimized in literature^{16-18}. The advantage of double-gate devices is that these devices exhibit reduced flicker noise due to the increased $C_{ox}$ compared to single-gate devices.

When double-gate devices are implemented in a detector, this reduction in flicker noise adds to the total reduction in readout noise. This cascading effect reduces the total readout noise per pixel, which influences a full detector array’s performance positively.

4.1 Short-channel double-gate devices

Double gate devices are used to control short-channel effects beyond the 70 nm nodes in CMOS technology^{20}. The main reason for this is the effect of $C_{ox}$ on several parameters applicable to noise current and noise voltage. This is due to the reduction of threshold voltage variation.

5. DETECTOR IMPLEMENTATION

Fig. 5.1 shows the schematic level representation of the three-transistor pixel structure using double-gate MOS transistors.

![Double-gate MOS transistors](image)

**Figure 5.1.** Schematic level representation of the implemented detector.

Fig. 5.1 is obtained by replacing all the MOSFETs with the double-gate MOSFETs. This configuration is selected because of the properties it exhibits, which are favorable for CMOS-based detector arrays.

6. SIMULATION RESULTS

The double-gate devices of both short- and long-channel devices were simulated and compared with the single-gate equivalent of the same topology.
In Fig. 6.1 it can be seen that the double-gate configuration exhibits less noise than the single-gate configuration for both short- and long-channel devices. In both cases, a 1 dB drop or more was seen in the simulations. This is the minimum drop that will be seen since the limits of the process for supply voltages were used. The largest factor is the bias transistor which was set at the voltage limit of the process (3.3 V). Decreasing this bias voltage decreases the source voltage of $M_{2B}$ which increases the drain current flow ($i_D$) through $M_{2A}$ and $M_{2B}$. This decreases the noise content of that section. More optimizations can be performed similarly in the chosen topology.

The primary reduction is due to the increased $C_{ox}$, which produces a reduced noise voltage dominated by the second term, as depicted in (6).

The noise can be further improved since the threshold voltage variation is proportional to the size of the source depletion region $x_{sd}$. This is in turn proportional to the drain-source voltage of the particular MOS device. This can be reduced by either decreasing the supply voltage or increasing the source voltage.

7. SUMMARY

Noise, which is prevalent in CMOS IC technology, is the largest limiting factor in overall performance of detector arrays. The method of using double-gate MOSFETs exhibits noise improvement by at least 1 dB. The primary factor in this improvement is the increase in $C_{ox}$ due to the parallel connection of the gates. The thermal noise is also reduced when using two separate diffusion regions. This will aid in detector array performance, especially for sensitivity, which is largely noise-dependent. Further improvements can be made by reducing the bias voltage of the final selection transistor.

Acknowledges

The authors would like to thank Armscor, the Armament Corporation of South Africa Ltd (Act 51 of 2003), for sponsoring this study. The sponsorship was administered through the Defence, Peace, Safety and Security (DPSS) business unit of the Council for Scientific and Industrial Research (CSIR), South Africa.

REFERENCES


